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ABSTRArT

A memory management scheme which incorporates an additional

level of memory into the traditional primary-secondary storage

hierarchy is proposed for utilization in distributed data base

manaement systems. In this scheme, the memory of the back-end

processor is used as an additional memory buffer. An optimal

three-level memory management algorithm is presented along with an

analysis of its cost in terms of page replacement. The expected

performance improvement over the optimal algorithm for a two-

level memory system is determined. The performance benefits of

the three-level memory management are applicable to most distributed

processing systems.
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The prirary -,, of data base management systems is to

provide rapid and secur'e processing of large amountsof data. Throuch

the use of a data ha,;c manigom.nt system (DB1MIS) data can become

easily available ta a large cl:ss of people ranging from tile data

base administr.ator who has specified the logical and physical

structure of the data base to the clerk who enters requests on

a keyboard. Data base systems have evolved to the point that

programs can be written to perform virtually any type of operation

on a data base. There are a large number of commercially avail-

able general data base systems fi.

A comon characteristic of present day state of the industry

systems is that the data base is under the control of a single

computer. The ability to operate on data controlled by several

distinct computcr s istrr:s is the next logical step in the evolution

of data base;;. A svs;t,; in which the data bases controlled by

physically separated processors are accessible to all processors

is known as a distri buted data 1at , anat;men t system.

The ideA Of a li':S oprrat ing in a multi-computer environment

has been discussed Iv several authors [2-7]. Canaday%, et al. [5]

deve loped a prototype back end I)f:'S . A back-end DBY.S is a two pro-

ce:;, r configurat ion in which one m:achine (the host) executes

appi cat ion DBMS pr (gram; and th,' second machine (the backend)

perfo r:; the lctua11 d.jt a b.se operations upon request from the host.

In a bark-cnd I)BM:;, cent rol of the dt a base resides in the back-

end proce.s!sor.



The feasibility of a back-end DBMXS in a data processing

environment has been investigated in a study reported in Reference

[9). The results of the study indiate that a back-end DBMS frees

host CPU and memory resources, introducus concurroncy into the sys-

tem, and provides an economical means of incrcasing system capacity.

This paper proposes a three-level memory management scheme

for distributed data base systems. This scheme which employs

the back-end memory as an additional buffer between the application

program and secondary storage is anilyzed in terms of cost of page

replacement. The projected performance inprovement using the

three-level technique is then presented.

2. DISTRIBL'TED DBMS FINCTIONAL C1IA,,ACTERlSTICS

Essentially a distributed DB.S is a data management facility

which resides on a computer network each of whose nodes has three

capabilities with respect to data management. Three functions of

a processor node in a DDBMIS network are listed below.

1. User interface. Serve as job initiation point and input/

output facility.

2. Application program execution. The data base application

program residus in the memory of and is executed by this

processor.

3. Data base o iccess. Each node controls the access to the

data base re:siding on the secondirv storage devices con-

nected to the process or.

In a DDI;.IS any application program mav be submitted to one

processor, execut ed on aonother, and have access to data bases on

.-w any other nodes ii the network. An important feature of a distri-

buted ;.MS i, th,t the proce,,sor usekd to execute the program and the
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ph i cal I I-a t ion of the data may be totally transparent to the user.

The appl icat ion program may reference any dat a item to which it has

l'gal accesSa by t logical name, the mapping to the phyFical location

in the netork is carried out by the PBMS.

A tyvpicAl di Atributed I)IS topology is depicted in Figure 1.

The frent-end proceo;sers are u'ticd exclusively for user interface; the

host machines are dedicated to appl ication program execution and a

back-end computers sole function is data base access. In the general

case, any machine in the distributed DBMS may be assigned any combination

of the three data base functions. The only restrictions are that a

front-end machine be interfaced to one or more terminals; a host must

have sufficient memory to execute the application program and a

mu] t i-pregrn-el opera tin g s;ystem, (approximate minimum-32, b); the back-end

processor Tnu1st support nulti-progra.:ing, have direct and sequential access

capabilitis and be directly tied to the secondary storage devices contain-

2lla 1t data bv:;c, and hve :;uffici tnt i,1r: y , 'ory to support the DBNS

lur:tjo:', (r least 6iKb).

.3, ,K .i \  .X . }.N

-xccpt wh!iei tho ,r,,cessors in the distributed DBMS network

a e phv:i,,a Il ploxi::;ate with ultra high 'p ed links, intermachine

a 't.m7:. time becomes a limiting performance factor. Therefore the

f requcuv Of large sca-le data transmi ss ions between machines must be

minimi.c,1. In the situation of very high speed intermachine connection,

di sk ac c',,, t ir e bCCO i,; an important consideration. Here limiting the

treq p, ,v Of d,,IA . tran:,Aers from di: k to memory increases system perfor-

-- =• -ii iI II I II " Il /i i . .. . - . .: _ .



Sin-C, the dist r ibut 4d D)>: concept support s any type of .SCh ne

connec t i en , a g r /e d memor V, mian,igemtnt schieme is tiecess ary to in ini:,, i z;

data transvters. Thrte evel10 of memory are available to each application

program, host , back-end, and secondary, The host and back-end memories;

each contain raps of the pages currently residing within their memori,.s.

When a page i; removed from the host memory, a test must be

made to determine if it has bern modified since being retrieved from

the back-end. If not, it is merely overwritten and no transmission

to the back-end takes place. If the page to be replaced has been

updated, it is returned t the hack-end machine with a flag set to

indicate that it han been modified. The back-end computer does

not return this page immediately to secondary memory, but rather re-t.ins

it in its primary memory. Thus the back-end retains pages that have

been previously used by the application program. Such pages have a

higher probability of being accesL-,ed than previously unaccessed pages,

due to the prin iplt nf locality [10,11]. This scheme is, in effect,

r, %c-i, e. :-c r p.,.ac::,nr a Cer tL. If a page is returned to the

back-end :;,--o1r\V, het' ori g il copy if okVt, r .ittt en. Vben a back-end

pagtk is te b, rcpl.c, !, again its x,'rite flag is checked and it is written

back to t h, di k only if it has bccn modified.

This memorv man oremont schcme presureq a single back-end machine

per phy sical device. That is, all access to the de ice must pass through

that back-end machitw. This eliminates contention problems for that

device. Since the back-end by definiticn is an I/0 oriented processor,

any b(,ttl, neC!,, in t he systeM wOnl d be the result of poor data set

distribist ion on !;ccon(,iav storape doviccs. This problem can he detected
*1



and alleviated by proper use of data base utilities which provide usage

statistics and those which restructure the data base.

The following simple example illustrates the benefits of a

three-level memory management system.

Example I

Assume a distributed DBM.S configuration of three hosts, H 1 ,

H 2, H 3 and a back-end, B, which controls access to record, R. H1 and

H may both read and write R while 1H3 has only read privileges.

Assume the follcwing ,cquence of actions occurs:

Read R by t1

Write R from H1

Read R by 112

Write R from H12

Read R by H 3

Read R by 11

Terminate

If a standard two-levwl memory nianago; ent approach were taken (i.e. no

buffering in the back-end), the set of data transfers involving R shown

in the first column would result . The second column indicates the

transfers in a three-level management sche:e under optimal conditions.

OpUr:)t ion 2-Level 3-Level

1. Read R disk to B, B to if disk to B, B to t1

2. Wiite R irm 1 H to B, 1; to disk 11 to B

J. 'lad 1, 112 dit; k to l. I to 112  B to 112

4. Write R froJ it2 11 2 to B, B to disk H 2 to B

5. Read N \ 1i3 disk to B, B to If3  B to 113

6. Read R )y i  disk to B, B to Ii B to H

7. Ter- i' t ' B to disk

(2
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InI tit i! CX.17pl ' , 1b0 h e(Cho11 i ,LIC required one transf or betwe' en tile

bak-ndan host f or eaich o; crat i onl. The 2-Level approach also rcqui res

one Jd sk trnfrper opcer.ct ion vl111 e the( 3-Level method restil ted inl a total

of two dkt r. :'> , The. at su1ptioni Wr':id thait Tno 1tacl-end pipe~ fault tonr(,

K to1 be Vlitt:l 011'0 thedaa a2 dulling the sequence10 Of cperat ions. In

~'e~ra. thr ':0 r.c 01l the me.oiv ~a, ,mczit scherne is directly relat-d

to tle lf:2tl tp>L.1l ts in the back-end.

T11 tIL t(jt i[7' 1 CA1(', t5lMo he two-l(vel schem;e required K< disk

t ran ;f ei -, 11oL ba ck -t ed pa>fan It sWill OCcur and a total of K-2 disk

trcf~~ wl h av3.(K-i transfers if no writ ing takes place).

The worst car behavior Of theL three-level mcemory scheme is identical

to the tw- vlarae~et.In this situation, a page fault occurs

before theL next. re~ques.t for a given page is made. This completely

ci r-In~ esth nu fc ig ffect of the b~ack-end memory. Eq. (D gives

theidl ~ n~cad soae transfers for a page in the three-

17 eve r n ':,'AnIt envir on -en'1 a-- op poske to a two -level scheme.

F t K-2"I'lp!,- -- pfr r - I 1

where

X i!; till nu: !ti ot >5dO toragke t c~lnsfers for a given

p fW 1' 1,L o oher Of time at' Iba'1ck- eLnd page f aultt replaces p

when the %'r ite ~ of p) is set;

p fr iS 01 heic~lOf times aI bark-enid pape faulIt. replaces

p) whe-n wr it e f lag of p ii, not ,;et ; aind

14 is I it upon closing, of the file containing p, the write

fnet U t s 1 i 0.
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The reason for tth factoi of 2 being associated with pfw is

that replac... efnt of p with the write flag set results in two operations

writinco p and lh . readin it bick in for the next access. If the

write flag is not set, p i:; not writton b.ick to second,lry storage. The

next ,acce;s - p r-tqi,-.,; only that p be reread. Therefore, pfr is

ri ltipli ied by a fact or of 1 in eq.(1).

From eq. (1)it can be seen that the two factors dominating per-

forr'.:ncc of the threeo-level rt:enory management policy are the number of

page fa.'ults andl the frequency of write operations.

/ . P..GE RIIULC1,.., ALGOP ITHX

AS indicated previously the page replacement algorithm on

the back-end mnchinc is a critical performance factor. Therefore, a

theoret icallv opt i!-l .alj;orithni i-. presented. The following discussion

is similar to th+lt found ill Refrcnce [121. The principle difference

is in the co-;t funct 1on:e.

As in Rc(cLrenc'o [12] We will assume a 0 t h order stationary

prograTm. lhi: meaUl tli;l, p(x), the probabilitv of page x being

rofe c d i U t-L,.ic t~en(t of pre.vious references and remains fixed

t iireti.;i t th, ito,-.1ei.

p,. :-it ,' 1 (Tern: i:',to , )

Lot N - (i,. b'o the pages of a given prog. ram and M = (1

.m) e i~t' of back-cnd memory. A.;,;urme that 1 < m < n. Nk comprises

all :iring of len .h i over N, k :" 0. Reference string v = r .. .rk

k . '(:, ) is t. p r.,halil ity that pag x x will bc referenced at tine t

r t Y . i.-: iha f i rime t , the pru raim refo.rences page x.
t

S N is a memory state.

• 2,
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IXl denotes the number of elements In set X.

W is the write flag of page y.Y

Doefn.itiion 2

The allocation map, ),' of paging algorithm A is g a(Sx) S'

where S., S' are memory states.

x is a referenced page.

Pefinit on 3

A is a derland paging algorithm if the allocation map of A

is clefined as follo.:;:

ga (S,x)-r.; xES

{S+x x4s, ISIm

Definition 4

The cost e(4 a'>orithm A with memory state S and reference

string v is

C(A,S,v) T
E h(y t) wherc yt is the page replaced.

t = I

The expecteO cozt of algorithm A with memory state Sover all

re f'LfLr I'k' strings o, iC'f:tl K is

. Ck (A, S) : E p(v)C:(A,S,v)

Doe'iiiit ion

The co:-V of re')Iacing a page, y, on the back-end machine is

h(y) - if

if W
*1y
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It Is thi'; cost. funct ion that differs from the work in Reference [I I

Aho, Denning, and Ull:an did not consider the cost of removing a page in

their analysis. Due to the operation of the three-level memory managemcnt

sciC, it is n,' ces, ry to include the co.;t of page removal. Thus, the

replace:: cnt co.;t i.s two disk operations (one each for replacement and remioval)

if the write fla is set.

The mninirn.n achiev.-LOle expected cost for processing k references beyond

time t is Ck(St) which is defined recursively as

C (S t) = 0

Ck(S' t) ' p(x,(S' t+l), x E Si ' -k k-i

x c N w(Yt)+ min Ck-l(S4x-y), x1 S

C k(S, t) is ,, rini-.ii dr;hand paging cost of processing rk rk+ t.

Definiticn 7

Let < be a rankiiq- relation on N such that if x<y then

h(x)p(x) < h(y)p(y).

s = min S implies that for scS, s<x, Vx c S

Le':a I (Aho, Denning, and Illman [12 1)

For t>Oand kS'C1t, if x<y implies that Ck (S'4x ,t) < Ck(S+yt)

then s rinS i:mplies that

Ck(S-,t) = rliin C (S-z,ct) VS C-N.
z*S
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Proof

If s<z, let x=s, y=z, S'=S-s-z,

then

Ck(S-S t) .. k(S-z.t) Ws. S.

Thu,,-

Sk int) VS(N.
Ck(S~t L'1IS

Lemmna 2

Suppose is a stationary ranking of N.

Then

for x<v, h(y)p(y) > Ck(S+y,t) - Ck (S+x,t) > 0, x,yCS.

Proof

An intuitive proof is provided here. A formal proof can be obtained

by using the mechailsm given in Reference [12] and substituting h(y)p(y)

in place of 1 as the upper bound.

Intuitively it can be seen that the only circumstances under which

Ck(S+yt) - Ck(S+x,t) is nonzero is when either x or y must be replaced.

If x<y then x has a lower expected cost than y. Thus the difference

of the expected minimum costs is positive.

Lenna 3

The optinal back-end page replacement algorithm Ab has the map

P (s,x)= S x r S

{S+x-s x I S

where s = min S.

Algorithm A\ replaces the page with the lowest expected cost.

4
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Pro ) f

By L.vru..a'; I and 2, A2, ) makes the minirmal cost decisions as indicated

by Df. 7. Therefoic Ab is a mininal expected cost algorithm.

le;',:"a /)

If tile t - ,rdcr . ,. reference proabili;tics are stationary, the

expected co'-It rPe- refcri:e e f vr state S is

C(S) - -- , p ( /1)) (1 4. p() w .))
iPm i~m

n

where B = __ p(i).
i=M

Proof

Let a (t)-ip(N/S t) be the probability of a reference to x at time t
x

causing a page fault.

Let stin S t e the lowest ranked page at time t.

Let S be the initial me::,ory state. The eqected cost of k references0

giveil i it i - ,, !t t S is
0

C(S) k
Ck (S p(yu-S het

k0t L-1~ hL

C k(S ) - " p(x)a 11c- ht)
t -- I4 --

Under al -Iorithr: Ab

a (I) 1 1<x<n
x & -p(x)/]; m<x'n

Sf hell

C =- k (B-(.'- p2(i)/B) h

I,,
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III gt'nt 1,1 th1 . cc t 0 4 rep .i o,. -ve '-t can be expres;ned as

LL

Whe re

E[W ] i the expocted v;l i c of the write flag of page qt"
t n

t

For flotarion"
1: COflV1L-1)CCh let

1 In

then,
k

C (So) I., sII: V,
k S Lt

n

= ~- - +F'-- p(i) p(W.)

n
ok -

j-F (1 +-5 (i Is

= F1( 1i 
p

= - 2 ( -g-  (1-4- p(i)

The feqpcted coft per reference is then

(o  lia Ck (S 0

n-

P 2 (1+ ll p

... Lermia 4 indicates that the cost of the algorithm Ab is dependent upon

"'!the frvquo~ncv (if up,into oprat ions on the louest ranked pages. This result
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differ'; fr ma the cxpectcd cos;t for the optimal algorithm for 2-level

storage, Ao, I), 1 1). It should be noted from the definition of the page

ranking that in order for a page with its write flag set to be replaced

its reference probibility r..ust be half that of the lowest page with a

cleared write flag.

Examole 2

Let n=5, m=3 , N=(a,b,c,d,e)

Assume the following set of probability measures for the pages

p(a) = 3 p(b) = I p(c) = 3 p(d) =1 p(e) = 1

16- 16-

Assume the following cost functions

h(a)=2 h(b)=l h(c)=l h(d)=2 h(e)=l

Thus

h(a)p(a)=3 h(b)p(b)=l h(c)p(c)= 3 h(d)p(d)=l h(e)p(e)= 1

The page are thus ordered by <, as

[a,bd,c,el.

Assume the folluing reference string

v = abcdeabc

At t=O S=O

t=1 S=Ia]

& t=2 S=la,b]

t=3 S=[a,b,c]

t=4 S=[a,b,d] , replace c, h(c) = 1

t=5 S=[a,b,e] , replace d, h(d) = 2
:t=6 $=[a,b,e]

t=7 S=[a,b,e

t=8 S=[a,b,c] , replace e, h(e) = 1

-4 Total cost of v is h(c)+h(d)+h(c) = 4
4;
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S. PEIRFOMAN(CE Ia'RO \'F>-LN r

The page replacement algorithm Ab, is applicable to both host

an' b ,c'.-end proces-sor, in a distributed DBMS. The performance of

three-lcveI ne,'orv :;ystem is dependent upon the type of connection

between the hust and the hack-end. If they are tightly-coupled as

we have thus far assumed, the back-end memory is essentially an ext'n-

sion of the host menory. However, in the case of a remote connection,

the transmission ti::e b2t:een host and back-end machine could easily

surpass that of a Iisk n-cess. In a host back-end environment the

expected cost of replacing a page is given by

C = C h(S I T + Cb(S) * D (2)

where

C1 (S ) is the expected cost of replacing a page in the host

in state Sh;

C b(S ) is the expected cost of replacing a page in the back-

end in state Sb;

T and D are weighing factors for transmission and disk access

t irmes.

It is difficult to fairly compare performance of a distribute

DBMS and a single machine system. If the host/back-end connection is

slower than shared primary memory then there exists a tradeoff of increased

access md communications overhead. If a shared memory linkage is assumed

(T=l in eq.( 2)) the the improvement in terms of expected cost of the

3-level management ,;chem' over the 2-level management scheme can be

cct=(ut e.h

!Let Mh ={l ... rah } be the pages of hostmeoy
memry
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=1' .. mb') be the pages of back-end memory

and M = {milmi c 1 11{Mb- N }

= {1 ... mlnoto that m-,%

Let B-= 2 p(i)
i=m

and Bh= F p(i);'-mh

Then the expected cost improvement of the three-level memory scheme over

the two-level scheme is

c= C(S) - CD(S)

- hP2 (i) /B) (+ P )p(i)p(Wi )

B- E P () + p(i)p(W)
i=m / \ =m

Exatip!e 3

Considcr the system of the previous example, letting

mh=3, m=4.

The expecte, cost for a host-only system is

c h(S) = )1) ? M/:.(i) 1+ E p(i)p(Wi

~-I ' : pi (11) + 1)

12' 8 ) 8

= 33 =0.258
* 128

"4

........................................................................................ ", St.
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The expe -ted cost for the distributed system is
. p p(1)! 5 p(i) 1 + i p(i)p(W.)

"i4 -=4 i=

=+ 03

3- = 09.43

The exiected iiprovement in performance is

c1 = C1 (S) - (S) = 33 3

128 32

= 21 .164
128

This indic.t?s that for every six page references, the three--

level scheme is expected to have one less disk reference.

6. FEASIBILITY OF ALGORITHM

The memory management algorithm presented here is theoreti-

cally optimal. Howcver, it is dependent upon a knowledge of a page

reference prob.bility. In a data base environment, a record of all

operations; is rmait tined on a journal file for backing and recovery

purposes. Page reference probabilities can be computed from the journal

file in a straight forward manner. The value of dynamically performing

such computations at run time is questionable. However, in a reasonably

stable environment, such as the daily cycle of a data processing install-

ation, it should be fea;ible to periodically compute fairly accurate

page reference probabilitices which could be used to drive the memory

managerient algorithm.

€F
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In a stable environment a page reference model describable

by a higher order Markov process could be synthesized. If such a model

were real ized, an efficient pre-paging scheme [14] would become feasible.

Any attempt at implcrentation of such a model must be proceded by consid-

erable analytical study and carefiil simulation modeling.

7. CONCLUS I ON

The results presented in this report indicate that a three-

level memory management scheme will provide performance benefits in a

distributed data base management system. While the analysis given

here concentrated upon theoretically optimal algorithms for page

replacement, the effect of the additional buffering in the back-end memory

would yield improvement for any algorithm. The three-level memory

management concept is applicable to any multi-computer configuration.

4-

*11
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